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Clustering for directional data has achieved a considerable relevance over the last decades, spe-
cially amongst the machine learning community. The most popular approaches are spherical k−means
with cosine similarity (see [1]) and the use of finite mixture models with von Mises-Fisher components
(see [2]). A nonparametric alternative to k−means is modal clustering. This approach that associates
the notions of cluster and mode, does not require to specify the number of groups in advance (see [3]).
The connection between clusters and modes is also present in density-based clustering methodology in-
troduced in [4]. Under this perspective, clusters are identified with the connected components of density
level sets. This topic has received remarkable attention in the literature but only for densities supported
on an Euclidean space. Concretely, the computational problem of determining the connected compo-
nents of level sets in high dimensional spaces was addressed in [5] and [6]. As a natural consequence,
the empirical mode function and the cluster tree (under the generated hierarchical structure) were defined
and an unsupervised classification method was proposed. The main goal of this work is to generalize
density-based clustering techniques for directional data. Specifically, we present a novel algorithm for
determining the connected components of level sets of densities supported on a unit hypersphere. An
extensive simulation study shows the performance of the resulting classification methodology.
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